
AI & Engineering
A bit of history & usage.
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Plan of Attack



Who?

• Connor Tumbleson 

• @iBotPeaches 

• Sourcetoad 

• Director of Engineering



Who?



Attention Is All You Need

• 2017 Research Paper 

• Google Scientists 

• 8 equally cited authors 

• Cited over 200,000 times.



Transformer Explainer

https://poloclub.github.io/transformer-explainer/



ChatGPT 1-5



• Heavy research usage 

• Trained from books 

• Tokens in/out 

• ~500 token limit

GPT-1: The beginning (2018)



Hold up. Tokens?



• Zero-shot training 

• Trained from web/books 

• ~1k token limit

GPT-2: The Expanse (2019)



• The commercialization begins 

• Trained from everything? 

• ~2k token limit

GPT-3: The Explosion (2020)



GPT-3: The Explosion (2020)



• /completions 
• logit_bias 

• presence_penalty 

• seed 

• temperature 

• top_p

GPT-3: The Explosion (2020)



• Multimodal Input 

• Trained from more and more. 

• ~32k token limit

GPT-4: The Refinement (2023)

GPT‑4 can accept a prompt of text and images, which—parallel to 
the text-only setting—lets the user specify any vision or language 

task. 



• New API /chat/completions

GPT-4: The Refinement (2023)



• New API /assistants

GPT-4: The Refinement (2023)



• New API /responses

GPT-4: The Refinement (2024)



GPT-5: The Reasoning (2025)

• Reasoning / Completion 

• Trained from [redacted] 

• ~512k token limit



GPT-5: The Reasoning (2025)



• Brains of the model 

• Getting smarter 

• Nearing AGI?

GPT-1 through GPT-5 Parameters

Parameters Year

GPT-1 ~117 million 2018

GPT-2 ~1.5 billion 2019

GPT-3 ~175 billion 2020

GPT-4 ~1.7 trillion 2023

GPT-5 ?? 2025



LLM Tools



• Code Interpreter 

• File Search 

• Function Tool  

• Web Search  

• Computer Use 

• Image Generation 

• Local Shell 

• Custom Tool Call 

• Connectors 

• MCP

LLM Tools



Tool: Code Interpreter

• Write Code 

• Run Code 



Tool: Code Interpreter

• How Many R’s



• Create Vector Store 

• Attach Files 

• images, text, docs. 

• Search it

Tool: File Search



Tool: Function Tool

• Create functions 

• Expose to LLM 

• LLM picks function



Tool: Web Search

• Search the web 

• Cite the source



Tool: Computer Use



Tool: Image Generation

• Describe 

• Wait 

• Image 

• Iterate



Tool: Local Shell



Tool: Custom Tool Call

• Grammar (Lark) 

• CFGs 

• Conform 

• Profit 



Tool: Connectors

• OpenAI Specific 

• Company Connections 



Tool: MCP



MCP Basics

• Open Source 

• Connect LLM with External Thing 

• The “USB-C” of AI applications 



AI in the Workplace



AI for You - Summarize



AI for You - Meeting Notes



AI for You - Server Monitoring



AI for You - GitHub Copilot PR



AI for You - GitHub Copilot Review



AI for You - GitHub Copilot Chat



Junie



OpenCode



ChatGPT



AI for You - Chatting



AI missing the mark



Atlassian Intelligence - Rovo



Atlassian Intelligence - Rovo Part 2



Gmail - Suggested Response



Building with AI



Choosing a Model

• SLM vs LLM (Small vs Large) 

• Reasoning vs Completion 

• Budget 

• Modality 

• Availability 

• Limits (Time, Context)



Adding Structure to the Unstructured



Translating the World



AI Supporting Software



LangFuse



OpenRouter



In Closing



In Closing

• Research a model 

• Tools are powerful 

• Structure always 

• Introspection is key



Thanks! 
 

connortumbleson.com 
@iBotPeaches

http://connortumbleson.com

